Two years Post-doc Position: Multimodal AI for Behaviour Recognition in Corvids and primates 
Motivation and context
Understanding how communication and cognition evolve in social species is a major challenge in both behavioural biology and artificial intelligence. The socio-communicative complexity hypothesis proposes that group living increases the need for efficient communication systems. Corvids and primates are two key taxa for testing this hypothesis, as both display advanced social cognition, complex communication, and, in some species, vocal learning.
In previous work [1] we have developed Rookognise, one of the first multitask neural networks capable of automatically detecting which individual vocalizes in groups of rooks, despite the chaotic and variable structure of their calls. However automatic recognition of corvid behaviors from visual and/or vocal signal is still an open question. On the primate side, several attempts have been made to recognize certain behaviours from static images. However, the problem of automated behaviour recognition in videos remains largely unsolved. Building on this foundation, the Copiraït project aims at developing a multimodal AI system combining vocal, and visual cues, for individual trajectory tracking and behavioural recognition.
Post-doc Goal Description
As part of the Copiraït project, this post-doctoral position will contribute to the development and evaluation of a multimodal AI system combining vocal and visual cues, for behaviour recognition in corvids and primates. In the context of animal behavior studies, vast amounts of unlabelled data can be available, while the labelling requires time and expertise, leading to smaller amounts of labelled data. A first contribution will be to lead the installation of a multi-channel audio and video recording of captive rooks, and manage the data obtained from this new installation. A second step will require to contribute to the labelling of calls and behaviours of corvids, and to supervise students on labelling tasks, knowing that part of this labelling can be automated thanks to Rookgnise.  The third step will be to contribute to the development of a multi-modal automatic detection of activity thanks to the fusion of vocal and visual cues. For this part, the post-doc will work together with a PhD student specialised in IA, and with Céline Teulière from the Institut Pascal in Clermont-Ferrand. The last step will be address the vocal complexity in corvids, and more generally contribute to make sense of corvids’ and primates’ vocal repertoires. 
Research Environment
The candidate will work in the team Ethologie Sociale et Cognitive from the LAPSCO. The team led by V. Dufour is located in Strasbourg, where the Rook aviary facilities are also located. The post-doc will collaborate with  Dr. Céline Teulière (Institut Pascal, University Clermont Auvergne).  He/She will join the interdisciplinary consortium of the Copiraït project, which brings together experts in animal cognition, ethology, machine learning, and computer vision, as well as teams working with primates and other social species. The project will benefits from access to multimodal data, including audio recordings and videos and access to GPU computing resources for deep learning development. 
Profile
The candidate will have a strong expertise in animal vocal communication, ethology, AND IA  programming, with knowledge of automatic clustering techniques. He/she will be invited to contribute to the day-to-day running of the corvid facility together with the researchers present on site. The post-doc is expected to last for 2 years (but will depend on the level of expertise of the applicants). 
Please send your application to Valerie.dufour@cnrs.fr, before the 15th of February 2026.
[1]: Martin, K., Adam, O., Obin, N., & Dufour, V. (2022). Rookognise: Acoustic detection and identification of individual rooks in field recordings using multi-task neural networks. Ecological Informatics, 72, 101818.
